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Abstract. This study investigates the application of the Fluctuation-Dissipation Theorem (FDT) to predict 
total phase mobility in two-phase flow experiments through porous media. We show that flux-fluctuations  
observed during steady-state multiphase flow can effectively predict total phase mobility. By analyzing 
these fluctuations under varying fractional flows (𝐹𝐹𝑤𝑤), we construct a saturation versus total phase mobility 
plot and compare the results with experimental measurements obtained using Darcy’s law. Additionally, the 
experimental system was imaged using X-ray computed microtomography, followed by image segmentation 
to enable direct pore-scale simulations. These simulations were used to measure relative permeability, and 
thus total phase mobility, offering a complementary approach to the experimental data. The agreement 
between simulations and experiments supports the use of FDT for measuring total phase mobility in 
multiphase flow systems. In general, our work highlights the potential of the FDT to convert commonly 
observed phase fluctuations into quantitative measures of total phase mobility, providing a novel approach 
to characterizing multiphase flow behavior. 

1 Introduction 
Multi-phase flow in porous media is an important concept 
encountered in many engineered and natural systems and 
plays an important role in various future energy processes 
such as subsurface CO2, H2 storage, and natural gas/oil 
recovery. Among the main descriptors of multiphase 
transport is relative permeability, modeled using the 
extended Darcy equation for two-phase flow [1]. The 
Darcy two-phase equation is a  continuum-scale concept 
that relates the average fluxes of phases to the average 
pressure gradient. Additionally, it assumes that the fluid 
interfaces at the pore scale during multiphase flow in 
porous media are static and that the fluid configuration is 
in local equilibrium [2]. 

 However, it has been observed that a  static partition 
of fluid interfaces does not always occur, even at flow 
regimes dominated by capillary forces. Periodic 
rearrangement of the fluid interfaces has been observed 
for steady-state conditions [3–5], leading to fluctuations 
in pressure, saturation, and/or the flow rate of each phase 
[4, 6–9]. Since the initial observation of capillary pressure 
fluctuations by Yuan and Swanson [10, 11] during their 
experiments that involved slow-rate injection of mercury 
in rock samples, recent studies have provided further 
evidence of these fluctuations [5–7, 12, 13]. These 
fluctuations/oscillations have been characterized as non-
thermal [14–16] and not related to experimental noise but 
due to complex dynamics at the pore scale where fluid 
clusters are forced to split and recombine. Depending on 
the transport phenomena and respective relaxation time 

the fluctuations are also called ganglion dynamics, 
intermittent flow or Haines jumps [4, 17–21]. 

 Rapid fluctuations are understood to contribute to 
the overall fluid connectivity and thus the relative 
permeability of fluids [6, 19]. The most common method 
for determining the relative permeability is core flooding 
experiments by simultaneously injecting two immiscible 
phases at different ratios until steady state flow conditions 
are established for each of the defined fractional flows. 
The steady-state condition, sometimes also referred to as 
stationary flow, is defined as the flow condition in which 
the macroscopic properties of the system, including 
differential pressure and phase saturation, fluctuate 
around well-defined mean values. Although these 
fluctuations are commonly ignored in traditional core 
flooding studies, there is increasing evidence that they 
may contain information on the transport mechanisms 
underway, and thus on the energy dissipation. 

 Bedeaux and Kjelstrup [22] adopted a non-
equilibrium thermodynamic approach (NET) to 
theoretically describe fluctuations during steady-state 
two-phase flow [22]. Specifically, they employed the 
Green-Kubo (G-K) formulation of the fluctuation 
dissipation theorem to characterize flux-fluctuations in a 
porous medium based on time- and space correlations. 
The FDT provides a fundamental link between fast-
occurring microscopic fluctuations in a system and its 
macroscopic transport properties. Traditionally, FDT has 
been applied to homogeneous systems to determine 
quantities. More recently, it has been extended to complex 
systems, including multiphase flow in porous media [8, 
14, 22].  
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 Overall, the Green–Kubo formula turns the decay 
rate of fluctuations under stationary conditions into the 
linear proportionality constant (the transport coefficient) 
linking an applied gradient to the resulting steady flux. 
For multiphase flow in porous media, it has been observed 
that the pore-scale occupancy of fluids fluctuates under 
so-called steady state conditions [6, 19]. Our hypothesis 
herein is that the observed pore-scale fluctuations can be 
related to a Darcy-scale transport coefficient by using the 
G-K formulation. This would mean that the 
autocorrelation of the flux fluctuations due to capillary 
driven flow at the pore-scale can be related to the intrinsic 
resistance of a  porous medium to flow.  

Thus, the fluctuation dissipation theorem deals with 
time correlation functions of the flux-fluctuations [22]. 
Although the G-K formulation has been used to predict 
transport coefficients for various applications [23–25], it 
has not been used for porous media flows. Based on this, 
Winkler et al. [14] conducted a 2D network simulation in 
which fluctuations were used to investigate these 
correlations, which was the first study to examine the 
formulation of G-K for multiphase flow in porous media. 

In our previous work, we compared transport coefficients 
(total phase mobility) determined from the G-K relations 
to those determined by the extended two-phase Darcy 
model [8]. The transport coefficient was obtained from 
the integral of the time-autocorrelation of the flux-
fluctuations while considering the zero frequency. The 
comparison suggested a link between multiphase flow 
fluctuations and total phase mobility that substantiated the 
idea of using the fluctuation dissipation theorem (FDT) to 
study porous media flows. However, whether the 
established theory could provide relative permeability 
curves remained unanswered. How the fluctuations scaled 
under different fractional flows and if this scaling aligns 
with expected relative permeability behavior remained a 
pressing question.  

In this paper, we conduct fractional flow 
experiments and quantify the resulting flux-fluctuations 
under stationary conditions. Fractional flow experiments 
are performed for a  range of capillary dominated flow 
rates in which linear (Darcy) behavior is observed. The 
total phase mobility resulting from the analysis of the 
flux-fluctuations is then compared with both Lattice-
Boltzmann relative permeability measurements and 
experimentally determined total phase mobility 
measurements. 

2 Thermodynamic Description of 
Relative Permeability 

Following the application of non-equilibrium 
thermodynamics (NET), transport coefficients, analogous 
to permeabilities in the two-phase Darcy equation, can be 
defined in terms of the system’s entropy production. The 
Darcy velocity for the wetting and non-wetting phases in 
NET can be written as: 

    𝑢𝑢𝑤𝑤 = − 1
𝑇𝑇

(𝑉𝑉𝑤𝑤𝐿𝐿𝑤𝑤𝑤𝑤 𝑉𝑉𝑤𝑤 + 𝑉𝑉𝑤𝑤𝐿𝐿𝑤𝑤𝑤𝑤𝑉𝑉𝑛𝑛) ∆𝑝𝑝
∆𝑥𝑥

= − 𝑘𝑘𝑤𝑤𝐾𝐾
𝜂𝜂𝑤𝑤

𝛥𝛥𝛥𝛥
𝛥𝛥𝛥𝛥

, 

𝑢𝑢𝑛𝑛 = − 1
𝑇𝑇

(𝑉𝑉𝑛𝑛𝐿𝐿𝑛𝑛𝑛𝑛𝑉𝑉𝑤𝑤 + 𝑉𝑉𝑛𝑛𝐿𝐿𝑛𝑛𝑛𝑛𝑉𝑉𝑛𝑛) ∆𝑝𝑝
∆𝑥𝑥

= − 𝑘𝑘𝑛𝑛𝐾𝐾
𝜂𝜂𝑤𝑤

𝛥𝛥𝛥𝛥
𝛥𝛥𝛥𝛥

’  
          
              (1) 

where, 𝑢𝑢  is Darcy velocity, 𝑇𝑇 is temperature, 𝑉𝑉 is partial 
volume per particle of a component,  ∆𝑝𝑝 is hydrostatic 
pressure difference,  𝑘𝑘 is relative permeability of fluid, 𝜂𝜂 
is fluid viscosity,  𝑤𝑤, 𝑛𝑛 represents wetting and non-wetting 
phase, 𝐾𝐾  is absolute permeability. The  coefficients 𝐿𝐿𝑤𝑤𝑤𝑤 , 
𝐿𝐿𝑛𝑛𝑛𝑛 , 𝐿𝐿𝑤𝑤𝑤𝑤 , 𝐿𝐿𝑛𝑛𝑛𝑛, in Equation 1 quantify the relationship 
between the thermodynamic forces and the resulting 
fluxes. 𝐿𝐿𝑤𝑤𝑤𝑤  and 𝐿𝐿𝑛𝑛𝑛𝑛  refer to the two conventional or main 
coefficients, while 𝐿𝐿𝑤𝑤𝑤𝑤  and 𝐿𝐿𝑛𝑛𝑛𝑛  are the cross-coupling 
coefficients.  

In this study, we measured the total volumetric flux 
of the wetting and nonwetting phases 𝐽𝐽𝑉𝑉. Therefore, we 
sum the above two equations to get the average volumetric 
flux. As a result, we did not determine the cross-coupling 
coefficients and only defined the main transport 
coefficient, 𝐿𝐿𝑉𝑉𝑉𝑉 . In terms of the two-phase extension of 
Darcy’s law, 𝐿𝐿𝑉𝑉𝑉𝑉  can be related to the product of the sum 
of the effective mobilities of both phases and the absolute 
permeability of the rock: 

𝐽𝐽𝑉𝑉 = 𝑢𝑢𝑤𝑤 + 𝑢𝑢𝑛𝑛 = 𝑉𝑉𝑤𝑤𝐽𝐽𝑤𝑤 + 𝑉𝑉𝑛𝑛𝐽𝐽𝑛𝑛 = − 1
𝑇𝑇

(𝑉𝑉𝑤𝑤𝐿𝐿𝑤𝑤𝑤𝑤𝑉𝑉𝑤𝑤 +

𝑉𝑉𝑤𝑤𝐿𝐿𝑤𝑤𝑤𝑤𝑉𝑉𝑛𝑛 + 𝑉𝑉𝑛𝑛𝐿𝐿𝑛𝑛𝑛𝑛𝑉𝑉𝑤𝑤 + 𝑉𝑉𝑛𝑛𝐿𝐿𝑛𝑛𝑛𝑛𝑉𝑉𝑛𝑛) 𝛥𝛥𝛥𝛥
𝛥𝛥𝛥𝛥

= − 1
𝑇𝑇
𝐿𝐿𝑉𝑉𝑉𝑉

𝛥𝛥𝛥𝛥
𝛥𝛥𝛥𝛥

=

−�𝑘𝑘𝑤𝑤
𝜂𝜂𝑤𝑤

+ 𝑘𝑘𝑛𝑛
𝜂𝜂𝑛𝑛
�𝐾𝐾 𝛥𝛥𝛥𝛥

𝛥𝛥𝛥𝛥
.       (2) 

The main transport coefficient 𝐿𝐿𝑉𝑉𝑉𝑉   (or total phase 
mobility) is therefore given by: 

𝐿𝐿𝑉𝑉𝑉𝑉
𝑇𝑇

= �𝑘𝑘𝑤𝑤
𝜂𝜂𝑤𝑤

+ 𝑘𝑘𝑛𝑛
𝑘𝑘𝑛𝑛
�𝐾𝐾       (3) 

where 𝑘𝑘𝑤𝑤  and 𝑘𝑘𝑛𝑛  are the relative permeabilities, 𝐾𝐾 
is the absolute permeability, ∆𝑝𝑝 is the pressure difference 
from inlet to outlet, ∆𝑥𝑥 is the length of the core, and 𝜂𝜂𝑤𝑤 
and 𝜂𝜂𝑛𝑛  are the dynamic viscosity of the wetting and 
nonwetting phases, respectively. 

Using the G-K formulation, the transport coefficient 
𝐿𝐿𝑉𝑉𝑉𝑉  can also be determined based on the fluctuation 
contributions 𝐽𝐽𝑉𝑉,𝑅𝑅  of the fluxes over a small-time scale 
rather than time-averaged fluxes. The average of the 
fluctuation contributions to the flux is equal to zero.  The 
G-K formulation is given by: 

2𝑘𝑘𝐵𝐵𝐿𝐿𝑉𝑉𝑉𝑉
𝑉𝑉𝐿𝐿

= ∫ 𝑑𝑑𝑑𝑑
∞
𝑡𝑡′  �𝐽𝐽𝑉𝑉,𝑅𝑅(𝑡𝑡)𝐽𝐽𝑉𝑉,𝑅𝑅(𝑡𝑡′)�.    (4) 

The right-hand side of the equation represents the 
autocorrelation function of flux fluctuations at stationary 
flow conditions, evaluated over the time difference 𝑡𝑡 − 𝑡𝑡′. 
This relation implies that the magnitude of the coefficient 
𝐿𝐿𝑉𝑉𝑉𝑉  depends on how long the fluctuation contributions 
remain correlated in time, which in turn relates to the 
transport coefficient of the medium.  
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The prefactor 𝐹𝐹  is a  practical ratio and is defined as: 

𝐹𝐹 = 𝐿𝐿𝑉𝑉𝑉𝑉/𝑇𝑇
∫ 𝑑𝑑𝑑𝑑
∞
𝑡𝑡′  �𝐽𝐽𝑉𝑉 ,𝑅𝑅(𝑡𝑡)𝐽𝐽𝑉𝑉 ,𝑅𝑅(𝑡𝑡′)� = 𝑉𝑉𝐿𝐿

2𝑘𝑘𝐵𝐵𝑇𝑇
.     (5) 

where, kB is Boltzmann constant, and VL is volume of the 
system.  

It has been shown that 𝐿𝐿𝑉𝑉𝑉𝑉 , based on the fluctuation-
dissipation theorem (FDT), is related to 𝐿𝐿𝑉𝑉𝑉𝑉  from the 
time-average fluxes by the prefactor 𝐹𝐹  as shown above 
[8]. The integral (∫ 𝑑𝑑𝑑𝑑

∞
𝑡𝑡′  �𝐽𝐽𝑉𝑉,𝑅𝑅(𝑡𝑡)𝐽𝐽𝑉𝑉,𝑅𝑅(𝑡𝑡′)�) represents the 

integral of the time autocorrelation (ACF), which is 
proportional to the total phase mobility ratio of the two 
phases, as shown by:  

∫ ACF ∝  𝐿𝐿𝑉𝑉𝑉𝑉
𝑇𝑇

= �𝑘𝑘𝑤𝑤
𝜂𝜂𝑤𝑤

+ 𝑘𝑘𝑛𝑛
𝜂𝜂𝑛𝑛
� 𝐾𝐾.     (6) 

In the following, we will evaluate Equations 5 and 6 
experimentally and numerically for different fractional 
flows. 

3 Materials and Methods  
First, we describe the experimental setup for measuring 
steady‐state fractional‐flow flux fluctuations. Next, we 
outline how the data were processed according to the 
theory in Section 2 and compared to the traditional two‐
phase Darcy law. Finally, we detail the direct pore-scale 
simulations used to derive the sample’s relative 
permeability curve. 

3.1 Experimental System 

Two-phase co-injection experiments were conducted at 
room temperature, following the methodology reported 
by Alfazazi et al. [8]. In the following, the salient points 
regarding the experimental system will be provided, while 
further details are reserved for the Appendix. Overall, 
Table 1 summarizes the experiments conducted. 

 A sintered column of glass beads was created in a 
furnace by mixing 0.09 to 0.15 mm and 0.1 to 0.2 mm 
diameter glass beads in the same proportion, producing a 
cylindrical porous medium with length and diameter of 6 
and 3 mm, respectively. The absolute permeability of the 
column to water was determined to be 8 × 10−12 m2. The 
water and decane used in the experiments have densities 
of 997 kg/m3 and 730 kg/m3, respectively, and are fully 
immiscible. The interfacial tension was approximately 30 
mN/m. 

 The experiments were conducted under capillary 
force dominated flow, where the linear Darcy law holds 
as confirmed in the Results section. Unlike the classic 
core flooding method, where experiments are conducted 
under constant flow rate conditions, we report 
experiments at constant average pressure gradient while 
measuring the total flow rate at the sample outlet using a 
mass flowmeter. This was done since the developed 
theory is for flux-fluctuations under a constant pressure 
gradient. 

The BRONKHORST (BFS 1 +) mass flow meter 
can measure flux at an interval of 30 ms within ±2% of 
the measured value as specified by the manufacturer. 
Tests were conducted to independently confirm the 
calibration of the flowmeter. These tests were performed 
by connecting an injection pump to the flowmeter and 
injecting water at constant flow rates as those used in the 
actual experiments. The results showed agreement 
between the pump and flowmeter readings, with an error 
of less than 3.5% for all measurements. Table T1 in the 
Appendix summarizes the measurements conducted. 

A schematic of the experimental system is shown in 
Figure 1. Both wetting and non-wetting phase reservoirs 
are supplied with constant pressure from a nitrogen gas 
cylinder via an ELVEFLOW (OB1 MK3+) pressure 
controller, which can provide accurate pressure reading 
with pressure stability and resolution of 0. 005% and 0. 
003%, respectively, as provided by the manufacturer. 
Equal pressure is maintained on the surface of the fluids 
in both reservoirs with the aid of a  T-junction connector. 

The proportion of fluids flowing into the core inlet  
was controlled by adjusting the height difference (∆ℎ) 
between the fluid levels on each reservoir. Adjusted ∆ℎ, 
the fluids maintained different absolute pressures at the 
core inlet, which subsequently resulted in a given 
fractional flow 𝐹𝐹𝑤𝑤 =  𝑄𝑄𝑤𝑤 (𝑄𝑄𝑤𝑤 + 𝑄𝑄𝑛𝑛)⁄ , where 𝑄𝑄𝑖𝑖 is the 
volumetric flow measured at the outlet of the sample. For 
the reported experiments, ∆ℎ and 𝐹𝐹𝑤𝑤  were defined based 
on empirical measurements. These were achieved by 
generating a calibration curve of ∆ℎ versus 𝐹𝐹𝑤𝑤 , which is 
provided in the Appendix. 

In general, the applied pressure on the pressure 
controller and the ∆ℎ between the fluid columns are 
controlled parameters, while 𝐹𝐹𝑤𝑤  is the output parameter 
determined by the set condition. Based on experiments 
and petrophysical measurements, we found that a  6 cm 
diameter of the fluid reservoir was sufficient to maintain 
injection at a  constant 𝐹𝐹𝑤𝑤  for 60 minutes with less than 
±5% deviation from the initial saturation and 𝐹𝐹𝑤𝑤   as 
specified by the calibration curve. Measurements of the 
systems stationarity during experiments are provided in 
the Appendix. 

 

Figure 1: Schematic of the experimental apparatus used for the 
co-injection experiments to measure flux-fluctuations under a 
constant pressure gradient. 
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3.2 Flux Measurements 

Experiments were conducted under a constant pressure 
gradient, with the total flux continuously measured using a mass 
flowmeter to enable application of the FDT. To establish a 
physical connection between the measured total flux and the 
internal dynamics in the porous medium, we compared 
fluctuations recorded by the mass flowmeter with the time 
derivative of water saturation computed from in-situ dynamic 
saturation acquired during the same experiment.  

All experiments were conducted under a capillary force-
dominated flow regime across different fractional flow 
conditions. The capillary number was calculated based on the 
average flux measured for each fractional flow condition. 
Specifically, 𝑞𝑞𝑡𝑡  was calculated as the time-averaged flux over 
the entire duration of each time series. Using the applied 
injection pressures and the corresponding fractional flow values, 
the capillary number (Ca) was computed according to Equation 
7, as described by Spurin et al. [21]: 

𝐶𝐶𝐶𝐶 = 𝑞𝑞𝑡𝑡
𝛾𝛾�1−𝑓𝑓𝑤𝑤𝜂𝜂𝑛𝑛

−−𝑓𝑓𝑤𝑤𝜂𝜂𝑤𝑤
�
           (7) 

where 𝑞𝑞𝑡𝑡  is Darcy average flux, 𝛾𝛾 represents the interfacial 
tension between the two phases, and 𝑓𝑓𝑤𝑤 is water fractional flow 
determined from volumetric production data recorded during 
each experiment. 𝑞𝑞𝑡𝑡  was calculated based on the average of flux 
of each time series measured with the mass flowmeter. 

3.3 Data Analysis 

A flux time series was recorded under steady-state flow 
conditions for different 𝐶𝐶𝐶𝐶 and 𝐹𝐹𝑤𝑤 . Steady-state flow (also 
referred to as stationary flow) is the state in which the 
macroscopic variables fluctuate around well-defined  
constant averages. The application of FDT is based on 
flux-fluctuations under stationary flow. Flux-fluctuations 
were determined by subtracting the mean flux from the 
flux time series data for a  given stationary condition. i.e., 
𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓  𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 = 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓  −  𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚(𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓)  

 Additional analyses were conducted on the time 
series data to confirm stationarity during the 
measurements. The flux data was divided into two equal 
segments, and the mean flux, variance, and integral ACF 
were calculated for each segment. Under stationary 
conditions, no difference should be observed between the 
data sets. Furthermore, volumetric production at the flow 
meter outlet was collected at 5-minute intervals during 
each experiment to calculate 𝐹𝐹𝑤𝑤 . These measurements 
were done to evaluate the stationarity of the experimental 
system. 

 The time-autocorrelation function of the flux-
fluctuations was determined using the autocorr function 
in MATLAB. For further analysis of the autocorrelation 
(ACF) curves, an exponential decay curve fitting was 
performed using the least squares method. Lastly, the 
integral of the ACF was determined by measuring the area 
under the fitted curve, which was subsequently used to 
determine the transport coefficient as defined in Equation 
6. 

 The total phase mobility was also experimentally 
determined by using the two-phase extension of Darcy’s 

law. Darcy behavior assumes a linear relationship 
between the Darcy velocity and the pressure gradient. 
Based on the mean total flux (𝐽𝐽𝑉𝑉) measured under 
stationary flow, we have the following:  

𝐽𝐽𝑉𝑉 = −�𝑘𝑘𝑤𝑤
𝜂𝜂𝑤𝑤

+ 𝑘𝑘𝑛𝑛
𝜂𝜂𝑛𝑛
� 𝐾𝐾 𝛥𝛥𝛥𝛥

𝛥𝛥𝛥𝛥
.      (8) 

The total phase mobility is: 

𝑀𝑀𝑡𝑡 = �𝑘𝑘𝑤𝑤
𝜂𝜂𝑤𝑤

+ 𝑘𝑘𝑛𝑛
𝜂𝜂𝑛𝑛
� 𝐾𝐾.       (9) 

𝑀𝑀𝑡𝑡  was determined by plotting 𝐽𝐽𝑉𝑉 versus Δ𝑝𝑝
Δ𝑥𝑥

 and finding 
the slope using linear regression. 

3.4 Relationship between Internal Core 
Dynamics and Measured Outlet Fluctuations 

During multiphase flow, complex pore scale 
interactions give rise to intermittent flow patterns. In our 
analysis, these dynamics are interpreted as the source of 
flux fluctuations, which are effectively captured by a 
high-resolution mass flowmeter. To evaluate the internal 
dynamics and the measured outlet response, we compared 
two time-resolved quantities from the same experiment:  

• Flux fluctuation time-series obtained from flowmeter 
by subtracting the mean from the raw flux data as 
expressed by: 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓  𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 = 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓  −
 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚(𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓). 

• Time derivative of average 𝑆𝑆𝑤𝑤 calculated from 
dynamic 2D radiograph images captured at 250-
milliseconds intervals using a micro-CT. We first 
calculated the phase saturation from the images using 
the intensity-based equation: 

𝑆𝑆𝑛𝑛𝑛𝑛 = 𝐼𝐼𝑥𝑥−𝐼𝐼100% 𝑤𝑤
𝐼𝐼100 𝑛𝑛𝑛𝑛−𝐼𝐼100% 𝑤𝑤

,       (10) 

where, 𝑆𝑆𝑛𝑛𝑛𝑛 is non-wetting phase saturation, 𝐼𝐼𝑥𝑥,  𝐼𝐼100 𝑤𝑤 , 
𝐼𝐼100% 𝑛𝑛𝑛𝑛 are image intensities of the current state, 100% 
wetting phase, and 100% non-wetting phase, respectively. 

To evaluate wetting phase flux fluctuations from the 
images, we calculated the change in  𝑆𝑆𝑤𝑤 overtime within 
the core volume given by: 

𝐹𝐹𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣 = 𝑆𝑆𝑤𝑤(𝑖𝑖+1)−𝑆𝑆𝑤𝑤(𝑖𝑖)

∆𝑡𝑡
𝑉𝑉𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝜙𝜙 ,    (11) 

where 𝐹𝐹𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣  represents volumetric fluctuations, ∆𝑡𝑡 is 
the time interval between two successive images, 𝜙𝜙 is the 
porosity, 𝑉𝑉𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 = 𝜋𝜋𝑟𝑟2𝐿𝐿, is the volume of image, and 
𝑆𝑆𝑤𝑤(𝑖𝑖) , 𝑆𝑆𝑤𝑤(𝑖𝑖 + 1) represents the core average saturation at 
consecutive time steps.  

To measure flux fluctuations, we divide the volumetric 
fluctuations by the cross-sectional area of the core sample: 

𝐽𝐽𝑓𝑓𝑓𝑓 = 𝐹𝐹𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣
𝐴𝐴𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖

.        (12) 
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The resulting time-series, 𝐽𝐽𝑓𝑓𝑓𝑓  (𝑡𝑡) represents image-based 
flux fluctuation.  

𝐽𝐽𝑓𝑓𝑓𝑓  (𝑡𝑡) is then directly compared with the flowmeter-
based flux fluctuations to evaluate if the measured flux 
fluctuations from the flowmeter represent the internal 
dynamics. 

3.5 Relative Permeability Simulation 

 We conducted a direct simulation of relative permeability 
on a segmented micro-CT image of the glass bead pack 
used for experiments. The simulation was carried out 
using the code provided by the Lattice Boltzmann for 
Porous Media project (https://github.com/OPM). The 
simulation was conducted to mimic a steady-state 
drainage experiment using the protocols explained by  
[26, 27]. 

 The micro-CT image of the sample (Figure 2) was 
750 x 750 x 750 voxels with a resolution of 2.7 µ𝑚𝑚  . The 
inlet and outlet of the domain were mirrored with a 10-
slice thick transition geometry obtained by linear 
interpolation of the inlet and outlet geometries. The 
simulation was performed with periodic boundary 
conditions using the morphologically accelerated steady-
state protocol, whereby for the case of drainage, the non-
wetting phase distribution was dilated up until a  10% 
saturation change occurs. This was followed by normal 
simulation steps until the phase distributions became 
static under the body forces imposed (set to mimic co-
injection at a  capillary number of 10−5 , within the 
capillary dominated flow regime). The glass bead pack 
was assumed to be water wet by setting the contact angle 
as 40o. 

 

Figure 2: Segmented image of the sample used for the 
experiments. 

 The effective permeability (𝑘𝑘𝑖𝑖) for each fluid is 
calculated as: 

𝑘𝑘𝑖𝑖 = 𝑢𝑢𝑖𝑖𝜇𝜇𝑖𝑖
𝐵𝐵𝑓𝑓

.         (13) 

where µ𝑖𝑖 is the fluid’s dynamic viscosity, 𝑢𝑢𝑖𝑖 is 
average flow velocity (normal to the domain inlet), and 𝐵𝐵𝑓𝑓  
is an external body force. The average flow velocity is 
defined as: 

⟨𝒖𝒖⟩𝑖𝑖 = 𝑷𝑷𝑖𝑖
𝑀𝑀𝑖𝑖

,         (14) 

where 𝑷𝑷𝒊𝒊 represents the total momentum and 𝑀𝑀𝑖𝑖  is 
the total mass of fluid 𝑖𝑖. Relative permeability is therefore 
defined as: 

𝑘𝑘𝑟𝑟𝑟𝑟 = 𝑘𝑘𝑖𝑖
𝐾𝐾

.         (15) 

The absolute permeability, 𝐾𝐾, is determined by a single-
phase simulation on the same domain. 

4 Results  
First we need to explain the nomenclature that will 

be used throughout the remainder of this paper. Direct 
pore-scale simulations were used to measure the relative 
permeability curve of the system before any experiments. 
These simulations helped to guide which fractional flows 
to target such that experimental data could be collected at 
the system’s minimum total phase mobility and at 
saturations both above and below this minimum. The 
terms “Target 𝐹𝐹𝑤𝑤” and “Target 𝑆𝑆𝑤𝑤” refer to the targeted 
values based on the simulation results. The term 
“Experimentally Measured 𝐹𝐹𝑤𝑤” was the value obtained 
from measuring the effluent volumes at 5-minute 
intervals. The term “Experimentally Estimated 𝑆𝑆𝑤𝑤” was 
obtained by using the “Experimentally Measured 𝐹𝐹𝑤𝑤” to 
determine the system saturation based on the simulated 
relative permeability curve that was translated into a 
fractional flow curve (see Appendix A2B). Therefore, we 
map the experimentally measured 𝐹𝐹𝑤𝑤  on the simulated 𝐹𝐹𝑤𝑤  
vs. 𝑆𝑆𝑤𝑤 curve to determine the corresponding 𝑆𝑆𝑤𝑤 values. 
Hence, we use the term ‘Estimated’.  

As summarized in Table 1, the experiments were 
conducted at three different capillary numbers (𝐶𝐶𝐶𝐶 = 6.32 
× 10−6, 7.39 × 10−6, and 9.51 × 10−6) and in three different 
∆ℎ settings, resulting in three corresponding 𝐹𝐹𝑤𝑤  values. 
Each test was repeated in triplicate for consistency. The 
applied pressure drops (resulting in different 𝐶𝐶𝐶𝐶) were 
selected based on our previous work where a linear force-
flux relationship was observed [8] as required by NET. 
Table 1 presents the average fluxes from the three runs for 
each set of conditions along with the standard deviation 
of the average fluxes, which indicates the variation 
observed across the triplicate experiments. 

Table 1: A summary of the experiments collected with their 
respective average flux and standard deviation for triplicate 

experiments. 

Target 
𝑭𝑭𝒘𝒘 

Press Press Ca Av. Flux STD Divia 

Drop 
(Psi) 

Drop  
(Pa) x 10-6 (m/s)  

x 10-5 x10-6 

0.8 

2.0 13790 6.32 2.47 0.20 

2.5 17237 7.96 3.14 1.15 

3.0 20684 9.51 3.73 0.87 

0.5 
2.0 13790 6.32 2.16 0.55 

2.5 17237 7.96 2.85 0.50 
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3.0 20684 9.51 3.41 1.79 

0.2 

2.0 13790 6.32 2.72 1.26 

2.5 17237 7.96 3.40 0.30 

3.0 20684 9.51 3.94 0.51 

In addition to the fractional flow experiments, we 
conducted a complimentary experiment to compare the 
dynamic behavior captured by the flowmeter with that 
derived from time-resolved saturation images acquired 
during the same experimental run. Figure 3 overlays the 
image-based 𝐽𝐽𝑓𝑓𝑓𝑓  to the mass flowmeter measurements, 
both resampled to a 1-second interval to reduce noise. As 
shown in Figure 3, there is agreement in the fluctuation 
patterns. Particularly, in the timing, direction, and 
amplitude of the peaks and troughs. This indicates a 
correlation between the internal saturation dynamics 
within the pore space and the corresponding outlet flow 
response. 

 
Figure 3 : Comparison of internal saturation dynamics based on 
CT images and fluctuations generated from flowmeter 
measurements. 

Additionally, we computed the minimum, 
maximum, and standard deviation of both signals, which 
are summarized in Table 2. Results suggest that the outlet 
fluctuations are a response of internal dynamics and phase 
rearrangements inside the core sample. However, 
correlation between the internal dynamics and outlet 
fluctuations was likely supported by the high permeability 
and short sample length making it ideal for the presented 
work, and thus should not be expected universally for all 
samples and experimental setups.  

  While both image based and flowmeter derived 
methods were used to analyze the fluctuations, the 
flowmeter was  preferred due to its greater temporal 
resolution. The flowmeter provides measurements at a 
resolution of 30-milliseconds, which aligns with the time 
scale of pore scale displacement events [6, 28]. In 
contrast, although image-based fluctuation can be 
acquired at time interval as short as 250-milliseconds, we 
observed that resampling to 1 second is required to reduce 

noise, which is amplified when taking the time derivative 
of saturation. 

Table 2: Statical comparison between internal saturation 
change and fluctuations generated from flowmeter at the outlet. 

 Image Based 
Fluctuations 

Flowmeter Based 
Fluctuations 

Min value -2.46 x 10-4 -3.59 x 10-4 

Max value 1.66 x 10-4 
 1.47 x 10-4 

STD 3.80 x 10-5 7.40 x 10-5 

Figure 4 shows the linear relationship between the 
average flux at the respective pressure drops for the 
experiments carried out for 𝐹𝐹𝑤𝑤   = 0.2, 0.5, and 0.8. The 
regression fit was forced to pass through the origin and 
the 𝑅𝑅2 for each 𝐹𝐹𝑤𝑤   was greater than 0.99. Therefore, the 
average fluxes are consistent with Darcy flow behavior. 
Based on these results, we can determine 𝑀𝑀𝑡𝑡  for each 
fractional flow. The 𝑀𝑀𝑡𝑡  calculated for the values of 𝐹𝐹𝑤𝑤  of 
0.2, 0.5, and 0.8 were 1.02 x 10-11, 1.09 x 10-11, and 1.07 
x 10-11 m2/Pa · s, respectively.  

 To evaluate stationarity during our experiments, we 
divided the time series data for each experiment into two 
segments. Under stationary conditions, each segment 
should yield the same average flux. As shown in Table T2 
in the Appendix section, the average flux, variance, and 
integral ACF were calculated for each pair of segments 
for the experiments. The percentage change in variance 
between the segments and the entire time series for each 
experiment ranges from −10% to + 6%. This variation 
is attributed to experimental limitations, as the 
experimentally measured 𝐹𝐹𝑤𝑤   slightly changed during the 
experiments. Additional analysis is presented in Table 3, 
which summarizes the uncertainty in the fractional flow 
and the corresponding saturation for each experiment, 
which shows that the uncertainties associated with these 
measurements are comparable to the uncertainty in our 
stationarity analysis. 

 

Figure 4: Experimentally measured average fluxes as a 
function of pressure gradient, measured at different fractional 
flows. 
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In addition to our stationarity analysis, Figures 5A-F 
demonstrate typical flux data collected from the mass 
flow meter. It is seen that the behavior of the fluctuations 
remains consistent with respect to time for all the 
experiments, aligned with our previous assessment of 
stationarity. In addition, fluctuations appear to occur at all 
fractional flows, demonstrating the influence of 
capillarity under fractional flow conditions. Fluctuations 
were also measured at 𝐹𝐹𝑤𝑤  = 1.0 (results provided in 
Appendix Table T1) demonstrating that the fraction flow 
fluctuations exceed that for single phase flow. 

Next, we computed the autocorrelation of the flux-
fluctuations. Several oscillations are evident from the 
ACF, which decay with time. The oscillations are 
attributed to different transport mechanisms (or modes), 
such as energy accumulation and release, over periodic 

time scales. The impact of these oscillations on transport 
behavior is beyond the scope of this work but should be 
considered in future work. Based on the figures, it can be 
observed that at 𝐹𝐹𝑤𝑤  = 0.5, there are more oscillations, thus, 
more intermittency compared to the experiments reported 
at 𝐹𝐹𝑤𝑤  = 0.2 and 0.8. Similar results have been reported 
elsewhere [4, 7, 13, 21]. Rucker et al. [7] presented results 
from pressure fluctuations during water and oil co-
injection experiments at different fractional flows. They 
found that the fluctuations caused by the intermittent flow 
behavior are more apparent at intermediate fractional 
flow. However, from our observations, these oscillations 
result in a negative autocorrelation, presumably reducing 
the total phase mobility. This observation is aligned with 
typical relative permeability curves where 𝑀𝑀𝑡𝑡  is at a  
minimum for intermediate saturation. 

Table 3: Summary of average integral auto correlation function at different pressure drops and fractional flow. 

Pressure ∆𝒉𝒉 Target Experimentally Target Experimentally �𝑨𝑨𝑨𝑨𝑨𝑨 
% Uncertainty 

(Pa) (m) x10-2 𝑭𝑭𝒘𝒘 Measured 
𝑭𝑭𝒘𝒘 𝑺𝑺𝒘𝒘 (%) Measured 

𝑺𝑺𝒘𝒘 (%)  (m2/s) x10-11 

13790 

0.65 0.2 0.2 ± 0.01 44 44 ± 1 2.78 7.4 

2.30 0.5 0.5 ± 0.03 57 57 ± 2 2.30 0.9 

4.70 0.8 0.8 ± 0.05 70 70 ± 2 3.86 2.4 

17237 

0.65 0.2 0.2 ± 0.01 44 44 ± 1 2.80 14.1 

2.30 0.5 0.5 ± 0.05 57 57 ± 2 2.58 0.4 

4.70 0.8 0.8 ± 0.02 70 70 ± 1 3.51 7.4 

20684 

0.65 0.2 0.2 ± 0.03 44 44 ± 2 2.89 6.8 

2.30 0.5 0.5 ± 0.03 57 57 ± 2 2.40 7.8 

4.70 0.8 0.8 ± 0.04 70 70 ± 2 3.32 11.0 

To determine the transport coefficient from the 
Fluctuation-Dissipation Theorem (FDT), we calculated 
the area under the autocorrelation function (ACF) curve. 
Due to the periodic oscillations in the ACF, we calculate 
the integral by adopting a zero-frequency model and 
fitting the curve with an exponential decay function using 
the least-squares method. This was performed to capture 
the zero-frequency decay rate of the fluctuations while the 
higher frequency oscillations were assumed to have a 
negligible contribution to the transport coefficient. 

Table 3 summarizes the average of the integral of 
the ACF for the triplicate experiments at their respective 
𝐹𝐹𝑤𝑤  and 𝑆𝑆𝑤𝑤. Figure 6 also displays these values with respect 
to 𝑆𝑆𝑤𝑤. To ensure consistency in the zero-frequency model 
adopted in Figure 5 B, D and F, the ACF fitting was 
performed at different lag time intervals (i.e. lags between 
0-500, 0-1000, 0-2000, and 0-3000 s) as shown in the 
Appendix A3, which showed consistency in the results. 
Based on these results, we present the findings of our 
work using a time interval of 0-1000 s. 
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Figure 5: Typical flow time series data for experiments conducted at 17237 Pa at different fractional flow. A-B. Time series data and 
ACF for experiment at 𝐹𝐹𝑤𝑤 = 0.2. C-D. Time series data and ACF for experiment at 𝐹𝐹𝑤𝑤 = 0.5. E-F. Time series data and ACF for 
experiment at 𝐹𝐹𝑤𝑤 = 0.8. 

The relationship provided in Equation 6 can be 
investigated first by plotting both ∫ 𝐴𝐴𝐴𝐴𝐴𝐴  and 𝑀𝑀𝑡𝑡  against 
𝑆𝑆𝑤𝑤. If ∫ 𝐴𝐴𝐴𝐴𝐴𝐴  indeed represents 𝑀𝑀𝑡𝑡  through a 
proportionality, then both measures should scale with 
phase saturation in the same way. As observed in Figure 
6, both terms follow similar behaviors that correspond to 
saturation. Overall, the present results show that the FDT-
derived coefficients remain consistent with Darcy’s 
equation at different 𝐹𝐹𝑤𝑤  values. However, the 
proportionality constant, 𝐹𝐹 , remains elusive based on the 
analysis presented in Figure 6.  

To estimate 𝐹𝐹 , we take an empirical approach. 
Figure 7 shows the relationship between 𝑀𝑀𝑡𝑡  and the 
∫ 𝐴𝐴𝐴𝐴𝐴𝐴  for the three capillary numbers studied at different 
water saturations. For the tested range of 𝐶𝐶𝐶𝐶 values, the 
slope, i.e. 𝐹𝐹 , remains nearly the same, based on triplicate 
measurements as presented in Table 3. A linear fit to this 

data also provides interesting insight into the application 
of Green-Kubo to our experimental system. The fit does 
not appear to go through the origin but instead is offset by 
a y-intercept of 2.2 x 10−12  𝑚𝑚2/Pa · 𝑠𝑠 . In principle, the 
integration in Equation 4 is from the molecular scale, i.e., 
femtoseconds and higher. However, experimentally, 
fluctuations down to 30 milliseconds was the limit of our 
mass flow meter. We therefore propose the following 
relationship. 

𝑐𝑐 +𝐹𝐹𝑒𝑒 ∫ ACF∞
𝑒𝑒𝑒𝑒𝑒𝑒 = �𝑘𝑘𝑤𝑤

𝜂𝜂𝑤𝑤
+ 𝑘𝑘𝑛𝑛

𝜂𝜂𝑛𝑛
�𝐾𝐾 ,     (16) 
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Figure 6 : Average integral of the auto-correlation function 
based on flux-fluctuations across triplicate experiments and 
total mobility based on the two-phase extension of Darcy’s law 
versus water saturation. 

 

Figure 7: Average total Mobility versus average of the integral 
of the ACF for all experiments. 

Where 𝑐𝑐  is a  constant (𝑐𝑐 ∝ ∫ ACF𝑒𝑒𝑒𝑒𝑒𝑒
𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 ) and 𝐹𝐹𝑒𝑒  is the 

experimentally determined pre-factor; these parameters 
are required because the mass flow meter cannot measure 
fluctuations less than 30 milliseconds.  

For the experimental results, we have 𝑐𝑐 =
2.2 x 10−12 𝑚𝑚2/Pa · 𝑠𝑠  and 𝐹𝐹𝑒𝑒   = 0.03 Pa−1. Between the 
femtosecond to millisecond time scales, the associated 
fluctuations would be molecular in origin and mostly 
associated with the viscosity of the fluids and the 
influence of the porous domain. However, for millisecond  
and upward time scales, associated fluctuations would be 
capillary in origin and associated with pore-scale 
displacements, and thus fractional flow condition [12, 28, 
29]. Based on this analysis, a  significant fraction of total 
phase mobility comes from the phase viscosity and 
influence of the pore structure, while the remaining 
fraction is capillary in origin. This is well aligned with the 
Darcy concept where 𝐾𝐾, 𝜂𝜂𝑤𝑤  and 𝜂𝜂𝑛𝑛  would be captured by 
the faster time scales and 𝑘𝑘𝑖𝑖  would be captured by the 
slower time scale, possibly milliseconds and higher, and 
thus explains how the fluids inhibit the flow of each other 
under the prevailing capillary conditions. 

 

Figure 8: A comparison of effective permeability and total 
phase mobility determined from LBM, FDT, and Darcy. 

Based on the relationship established in Figure 7, we 
now present effective permeability and total mobility 
curves based on the G-K approach. Effective permeability 
is defined as the product of relative permeability and 
absolute permeability; see Equation 15. Figure 8 presents 
the relationship between effective permeability and total 
mobility as functions of water saturation, comparing the 
results of the LBM simulation, Darcy’s law, and FDT. 
Overall, there is consistency of the total mobility 
measurements using these three independent 
measurements. 

5 Conclusions  
We successfully demonstrate the potential of the FDT to 
predict transport coefficients and total phase mobility in 
multiphase flow through porous media. Using flux-
fluctuations measured during steady-state flow 
experiments, we show that FDT-derived phase mobilities 
align closely with experimentally determined values using 
the traditional Darcy formulation and lattice Boltzmann 
simulations. This substantiates the applicability of FDT in 
characterizing dynamic transport behaviors, particularly 
in the context of capillary-dominated flow regimes.  

The findings highlight the connection between the 
autocorrelation of pore-scale flux fluctuations and the 
total resistivity of a  medium to flow. This provides a new 
perspective on understanding the complex pore-scale 
dynamics within porous media [22]. 

Further research can build on these results by 
refining the relationship between flux-fluctuations and 
relative permeability under varying flow conditions and 
pore-scale structures. Future work should also focus on 
how the cross-correlation of phase flux-fluctuations can 
be used to measure the Onsager cross-coupling 
coefficients, which provides an exciting way of studying 
multiphase flow systems that is not provided by the 
traditional Darcy formulation. 
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6 Appendix  
The fluids were introduced into the porous medium 
through a 1/16” PTFE plastic tube that starts at the bottom 
of each reservoir and travels upward to the inlet of the core 
holder. By default, the fluid reservoirs were positioned at 
a  height below the core holder (as shown in Figure 1), at 
which the fluids enter the porous medium. The relative 
height (∆ℎ) of the fluid columns in the reservoir can be 
adjusted to control the fractional flow 𝐹𝐹𝑤𝑤  through the core. 
The fractional flow was measured during the experiments 
by taking periodic volumetric measurements at the mass 
flow meter outlet at 5-minute intervals.  

 

Figure A1: Calibration curve used for obtaining ∆ℎ for a 
desired 𝐹𝐹𝑤𝑤. 

A calibration curve was generated by plotting the 
experimentally obtained values of 𝐹𝐹𝑤𝑤  versus ∆ℎ, see 
Figure A1. ∆ℎ in the equation was defined as 
ℎ𝑛𝑛𝑛𝑛𝑛𝑛−𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤  −  ℎ𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤 , where ℎ𝑛𝑛𝑛𝑛𝑛𝑛 −𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤  and 
ℎ𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤  were the heights measured from the fluid surface 
(datum) to the core inlet.  

 

 

 

6.1 Baseline Measurements  

Simulations of relative permeability were run to design 
the experiments at well-controlled total phase mobilities, 
𝑀𝑀𝑡𝑡 . The following steps were followed for the 
experimental design:  

• Pore-scale simulations of the relative permeability as 
a function of water saturation were carried out on the 
segmented micro-CT image of the sample.  

• Based on the simulated relative permeability curve 
shown in Figure A2-A, the fractional flow curve 
versus water saturation Figure A2-B was calculated 
by: 

𝐹𝐹𝑤𝑤 = 1

1+�𝑘𝑘𝑟𝑟𝑟𝑟/𝜂𝜂𝑛𝑛
𝑘𝑘𝑟𝑟𝑟𝑟/𝜂𝜂𝑤𝑤

�
.       (17) 

Here, 𝑘𝑘𝑟𝑟𝑟𝑟   and 𝑘𝑘𝑟𝑟𝑟𝑟  represent the relative 
permeabilities of the nonwetting and wetting phases, 
while 𝜂𝜂𝑛𝑛  and 𝜂𝜂𝑤𝑤 are the dynamic viscosities of the 
nonwetting and wetting phases.  

• From the fractional flow curve, the values 𝐹𝐹𝑤𝑤  of 0.2, 
0.5, and 0.8 were set as targets and their 
corresponding water saturation was traced from the 
curve. The corresponding 𝑆𝑆𝑤𝑤values were 44%, 57%, 
and 70%, respectively.   

• The experimentally measured 𝐹𝐹𝑤𝑤  values were then 
used to find the corresponding water saturation 
during fractional flow experiments. The average of 
the lower and upper values of 𝑆𝑆𝑤𝑤 for each experiment 
was then used to calculate the deviation from the 
target 𝑆𝑆𝑤𝑤, as summarized in Table 3 of the Results 
section, noted as ’Experimentally Estimated 𝑆𝑆𝑤𝑤’.  

Figure A2 shows the simulated 𝑘𝑘𝑟𝑟  curves used for the 
calculations mentioned above. Water saturation was not 
measured directly. We assumed that at steady-state flow, 
the fractional-flow data represents a stable distribution of 
the phases. Therefore, we traced the experimentally 
measured 𝐹𝐹𝑤𝑤  on the simulated fractional flow curve and 
read the corresponding 𝑆𝑆𝑤𝑤. We therefore report this value 
as an” Experimentally Estimated 𝑆𝑆𝑤𝑤”. 

 

Figure A2: Pore-scale simulation on a micro-CT image of the sample used. A. Relative permeability B. Fractional flow. 
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6.2 Flowmeter Calibration and Validation 

A quality check was performed to verify the calibration of 
the flowmeter. This was accomplished by connecting a 
syringe pump to the flowmeter and injecting water at 
different constant flow rates, while simultaneously 
recording the flowmeter output and measuring volumetric 
production. Table T1 presents the results of the calibration 
tests, comparing the injection pump rates, average 
flowmeter readings, and effluent volumes. The selected 
flow rates correspond to those used in the reported 
experiments and were chosen based on the targeted 
capillary numbers. Each flow rate was measured in 
triplicate to ensure repeatability.  

Table T1: Flowmeter calibration test results showing 
comparison between pump injection rates, flowmeter readings, 

and effluent production, with associated percentage errors 

Exp. Pump Injection 
Rate (ml/min) 

Average 
Flowmeter 

Rate (ml/min) 

Volume 
production 
(ml/min) 

Error  
(%) 

1 0.2 0.194 0.2 3.00 

2 0.3 0.290 0.3 3.30 

3 0.4 0.391 0.4 2.25 

4 0.5 0.491 0.5 1.80 

6.3 Assessment of Stationarity  

A stationarity analysis was conducted by dividing the flux 
time series into two equal segments and calculating their 
respective mean, variance, and integral ACF. If the time 
series data were non-stationary, we would expect the 
mean and the variance to vary between the two segments. 
However, the calculated parameters were nearly stable 
across all experiments. Table T2 summarizes the analyses 
conducted to show consistency between the different 
segments of the flow time series data recorded.  

Table T2: Summary of data segments with the calculated 
average fluxes, variances, and integral ACF for each segment 

of the data calculated at different fractional flows and at 
pressure drop of 17237Pa. 

𝑭𝑭𝒘𝒘 
Data Flux Variance % 

Change  ∫𝑨𝑨𝑨𝑨𝑨𝑨 

Segment (m/s) 
x10-5 

(Flux)  
x10-12 Variance (m2/s)  

x10-11 

0.2 

All data 3.43 5.45 - 2.59 

Segment 1 3.45 4.99 -8.4 2.34 

Segment 2 3.42 5.71 4.8 2.88 

0.5 

All data 2.90 5.68 - 2.59 

Segment 1 2.94 5.11 10.0 2.60 

Segment 2 2.86 5.91 4.1 2.60 

0.8 

All data 3.15 6.36 - 3.25 

Segment 1 3.18 6.74 6.0 3.52 

Segment 2 3.13 6.29 -1.1 3.21 

 

The fitting of the ACF curve was performed for 
different time intervals (0-500, 0-1000, 0-2000, and 0-
3000 s) to verify consistency of the resulting ACF integral 
computation. Figure A3 shows the ACF integral as a 
function of lag for 𝐹𝐹𝑤𝑤  of 0.2, 0.5, and 0.8 at an applied 
pressure of 17237 Pa. The analysis was consistent across 
all time intervals with only a minor difference for the first 
time interval between 0-500 s. The change in the integral 
of the ACF for the other time interval was negligible, 
~1%. 

 

Figure A3: Integral ACF vs Lag for different 𝐹𝐹𝑤𝑤, at pressure 
drop of 17237 Pa. 
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